Visualizing spatiotemporal models with virtual reality: from fully immersive environments to applications in stereoscopic view
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Summary. Recent advances in computing hardware and software present an unprecedented opportunity for statisticians who work with data indexed in space and time to visualize, explore and assess the structure of the data and to improve resulting statistical models. We present results of a 3-year collaboration with a team of visualization experts on the use of stereoscopic view and virtual reality (VR) to visualize spatiotemporal data with animations on non-trivial manifolds. We first present our experience with fully immersive VR with motion tracking devices that enable users to explore global three-dimensional time-temperature fields on a spherical shell interactively. We then introduce a suite of applications with VR mode, freely available for smartphones, to port a visualization experience to any interested people. We also discuss recent work with head-mounted devices such as a VR headset with motion tracking sensors.
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1. Introduction

Data that are indexed in space and time are prevalent in many fields of science, and space–time statistics focuses on understanding their dependence structure (and changes thereof), and quantifying the associated uncertainty. Although the goal of each scientific analysis is topic dependent, the usual outcome of a space–time model is an interpolated map, as well as a measure of its uncertainty.

The study of theoretical properties of optimal interpolation, or kriging, culminating with Stein’s seminal book (Stein, 1999), advocates the use of models with structured local behaviour at the expense of global behaviour, which for kriging is (asymptotically) less relevant for most commonly used models. This and many other recent contributions have prompted the development of graphical tools for the study of local behaviour. The most popular of these tools are the covariogram and the variogram, which are routinely used to discern local dependence under a stationarity assumption (Cressie, 1993). An equivalent but more visually straightforward tool to study local behaviour is the estimated spectra or periodogram. Indeed, a periodogram enables
us to assess the smoothness of the process by observing and quantifying how and to what extent high frequencies are decaying (Stein, 1999).

Although statistical models emphasizing local behaviour provide optimal maps, many emerging applications require the assessment of global patterns and their relative changes with respect to various quantities of interest. For example, in the context of climate models, quantifying relative changes in temperature fields, or other meteorological variables of physical interest, with respect to different input is necessary to assess climate sensitivity. Chang et al. (2014, 2016) used principal component analysis (PCA) (which is known as empirical orthogonal functions in the climate community) to produce maps that allowed the main modes of variability to change across the input space. The interest lies in developing a statistical model whose fitted values visually resemble the data. A related and very active area of research is on climate model compression (Guinness and Hammerling, 2018; Castruccio and Guinness, 2017), for which the goal is to reproduce maps that are as similar as possible to the original output, to the extent that practitioners cannot distinguish between them, both visually and in their scientific investigations (Baker et al., 2014).

Several works have focused on the development of effective visualization methods that provide information about point value and uncertainty in a single image. Because it is challenging for our visual memory to assimilate multiple sources of information at the same time, an appropriate choice of visual tool can facilitate the comprehension of complex and simultaneous information indexed in space (Few, 2009), and there is increasing interest in embedding uncertainty in maps (Bonneau et al., 2014). Whereas a uniformly accepted solution is yet to be agreed (MacEachren et al., 2005), several solutions have been devised, especially in the area of census data (Lucchesi and Wikle, 2017), from choropleth maps (Tufto, 1986; MacEachren et al., 2005; Retchless and Brewer, 2015) to map pixllation (Ewans, 1997; MacEachren et al., 2005) and glyph rotation (Wittenbrink et al., 1996; MacEachren et al., 2005).

Very recent work has focused on the use of animated visuals to improve perception of uncertainty and to perform diagnostics on a spatiotemporal model. Genton et al. (2015) presented the first work from a collaboration with the Visualization Core Laboratory at King Abdullah University of Science and Technology (KAUST) on diagnostics and visualization of statistical models. Genton et al. (2015) discussed limitations of current approaches with static images and the value of movies in enhancing the perception and quantification of uncertainty. Although the work presented an initial discussion on dynamic visualization, they did not provide any guidance on quantification of the visual agreement between images, and they only hinted at the use of visualization on non-trivial geometries.

As part of this on-going collaboration, this work aims at presenting a new framework to assess the global behaviour of a statistical model, focusing on static and animated visuals, as well as virtual reality (VR) and leveraging on diagnostic metrics from image and video processing. This work presents a fully immersive VR environment that is available at the KAUST, and introduces a set of applications (apps) available for iPhone® and Android®, all developed in VR mode and stereoscopic view, for diagnostics of several statistical models, and we briefly describe our experience in presenting these at conferences.

The remainder of our paper is organized as follows. In Section 2, we discuss the use of static and dynamic visuals and their limitations in the perception of three-dimensionality. In Section 3, we introduce the use of VR for diagnostics of non-trivial manifolds such as spherical shells with a fully immersive facility, as well as with apps with VR view. Section 4 includes a discussion on perspectives, opportunities and challenges in bringing advanced visualization media to the statistics community.
2. Diagnostics for assessing global behaviour of spatiotemporal models

In this section, we focus on temperature output from a global climate model; the specifics of the climate model are in the on-line supplementary material. We first consider static diagnostics in Section 2.1, i.e. we look at how to compare the global behaviour of models in static images and at what indices are appropriate for quantifying similarities. In Section 2.2, we introduce dynamic diagnostics through movies and discuss quantification of similarity in this context. In the supplementary material, we present some standard diagnostics of local behaviour (e.g. variograms and periodograms) that also highlight non-stationary structures.

2.1. Static diagnostics for spatiotemporal models

Goodness of fit for a statistical model can be intuitively assessed by visualizing and comparing an original field and the fitted values of the model. Fig. 1 shows an example of a field with 10 and 30 PCA components. It is apparent that an increased number of components considerably improves the resemblance of the reconstructed image to the original data set.

![Fig. 1. Analysis of the 2017 annual temperature anomaly (from 2006) with different low rank approaches yielding different perceptions of visual similarity: (a) the original data set (see the on-line supplementary material for details); (b) PCA with 10 components (SSIM = 0.54 (Wang et al., 2004)); (c) PCA with 30 components (SSIM = 0.83)
The visual similarity between the original and reconstructed fields can be quantified through several indices, including for example the root-mean-squared error, the correlation coefficient (Baker et al., 2014) or the peak signal-to-noise ratio. However, a large body of literature on signal processing and visual perception (Girod, 1993; Wang and Bovik, 2009) has argued against these metrics as they do not correspond to the natural visual perception of an image. A more appropriate measure for two aligned image signals \( x \) and \( y \) is the structural similarity index SSIM (Wang et al., 2004):

\[
SSIM(x, y) = \frac{(2\mu_x\mu_y + C_1)(2\sigma_{xy} + C_2)}{\mu_x^2 + \mu_y^2 + C_1},
\]

where \( \mu_x \) and \( \mu_y \) are the sample means across \( x \) and \( y \) respectively, \( \sigma_x^2 \) and \( \sigma_y^2 \) are the sample variances across \( x \) and \( y \) respectively, \( \sigma_{xy} \) is the sample covariance and \( C_1 = 0.01^2 \) and \( C_2 = 0.03^2 \). SSIM aims at measuring the perceived degradation of quality of the reconstructed field in terms of loss of luminance, contrast and structure. In Fig. 1, the improvement of the model with a higher number of PCA components is also highlighted by a noticeable improvement in SSIM.

Fig. 2. Visuanimation (Genton et al., 2015) of the anomaly of the climate data as described in the on-line supplementary material in panel (a), compared with (b) 10 and (c) 50 PCA components from year 2006 to 2100 (SSIM as indicated in equation (1) is 0.57 (0.12) for 10 PCA components, whereas it is 0.82 (0.06) for 50 PCA components)
2.2. Dynamic diagnostics for spatiotemporal models

When the data are indexed in space and time, a suitable comparison needs to account for the
dynamic nature of the data set, and hence to compare movies instead of figures. Genton et al.
(2015) introduced the notion of embedding movies in a manuscript (‘visuanimation’). In the
visuanimation in Fig. 2 we compare the temperature anomaly for all years between 2006 and
2100
(a) with a low rank model with
(b) 10 and
(c) 50 PCA components.

Although a single image could be efficiently reproduced with only a small basis set (30 bases yield
a structurally similar image, as shown in Fig. 1), a dynamic low rank description requires more
structure to achieve visually comparable results across multiple times. In terms of quantifying
the visual similarities of movies, there is no uniform agreement in the literature on indices that
account for structural perception in space and time simultaneously. We therefore compute SSIM
for every time point and then communicate the mean and standard deviation in the caption of
Fig. 2, which is considerably higher (and less variable) with a higher number of PCA components,
as expected.

Dynamic visualization marks an improvement in the assessment of spatiotemporal models.
Whereas an ordinary flat screen delivers satisfactory visuals for one- or two-dimensional Eu-
clidean spaces, its use on a spherical domain, or more generally a manifold, is hampered by the
lack of three-dimensional perception. It is possible to rotate the view dynamically (see movie 5
in Genton et al. (2015)), but this solution mitigates only the intrinsic limitation of the screen, i.e.
the lack of a stereoscopic view. A better solution would allow diagnostics on complex geometries
with advanced visualization software and hardware.

3. Beyond the Euclidean space: diagnostics for three-dimensional spatiotemporal
models on spherical shells in virtual reality environments

In this section, we propose two solutions for three-dimensional visualization, both devised as
part of a three-year collaboration with the KAUST Visualization Core Laboratory. In Section
3.1, we discuss an experience with a VR environment that allows fully immersive and interactive
visualization; in Section 3.2, we introduce the use of apps with stereoscopic view to allow for
portable VR visualization.

3.1. Fully immersive virtual reality: the CORNEA environment

An initial method to compare global properties is to display both the original data set and a
conditional simulation from the statistical model within a fully immersive VR environment.
CORNEA is a three-dimensional environment enclosed by six walls (DeFanti et al., 2011) and a
200-million pixel stereoscopic display, which enables a complete VR experience. The headset is
equipped with a wireless motion capture device to allow each user to explore the data within the
environment interactively. In a recent workshop, a model for three-dimensional temperature
was fitted and simulations from a statistical model (or emulator; full model details are given
in Castruccio and Genton (2016, 2018)) were compared with the original climate model. An
interactive display was shown. Each participant could explore multiple features of the data
and how visually similar the climate model was compared with the statistical simulation. Video
footage of the workshop can be found at vimeo.com/109146573.
The VR environment allows the observer to explore surfaces whose geometry is considerably more sophisticated than the spherical shell of the planet. An additional showcase of Mount Pinatubo’s 1991 eruption (the second largest volcanic eruption of the 20th century) allowed us to visualize the extent of the eruption and its diffusion in the equatorial belt of the planet (see vimeo.com/103123075). Current work is focusing on producing a statistical model for the eruption that would allow a visually similar outcome to assess sensitivity with respect to meaningful physical parameters.

3.2. Portable virtual reality: smartphone applications

An immersive VR environment such as CORNEA at the KAUST provides a clear step forward in terms of the visualization of statistical output. However, it is obviously limited to the physical

Fig. 3. Snapshot of two apps developed for visualizing and comparing climate model output and output from a statistical model (emulator): (a) the ‘statistical emulator’ app reproduces annual three-dimensional temperature from 1850 to 2100, whereas (b) ‘Saudi surface wind’ focuses on daily winds over the Arabian peninsula from 1920 to 2100
space where it is installed, and it lacks the flexibility to port the experience to a wider audience. The development of apps for smartphones is a next step in terms of interactive visualization. As part of the collaborative research project with the KAUST visualization team, several apps that are freely available for both iPhones (in the app store) and Android (on Google Play) were created.

The app ‘statistical emulator’ can be found and downloaded by searching for these keywords on the search engine for apps. It focuses on three-dimensional global temperature and allows the observer to compare the original statistical model interactively with the emulator on a smartphone. It also provides a VR mode in stereoscopic display with VR headset (currently on the market at prices below $10). When not in VR mode, the data can be explored on the phone by controlling the Earth’s rotation on the bottom bar, whereas the altitude of the temperature fields and the time speed can be controlled with the two sidebars (see Fig. 3(a) for a snapshot). A similar app, called ‘global surface wind’ displays the annual winds between 1920 and 2100 across the globe according to a climate model and another statistical model (full details on the model are provided by Jeong et al. (2018)). This app uses a similar visualization scheme as in the temperature case, but it lacks the three-dimensional component as the model focuses on surface wind speed. An updated version with directional wind fields will be available in the near future.

Although these apps focus on the use of three dimensionality to improve visualization of global data, the VR view also allows realistic perception of altitude with the stereoscopic view. This information can then be used to guide the analysis. ‘Saudi surface wind’ is a third app that was developed to visualize daily wind in the Arabian peninsula from 1920 to 2100 (see Fig. 3(b) for a snapshot). In this reduced domain, the Earth’s curvature is not shown, and the three dimensionality is used to improve perception of the mountain ranges and to cross-reference them with the wind speed. It is apparent how mountain ranges experience higher wind speeds than does flat land throughout the annual cycles. The app currently focuses on visualization of the original climate data. An initial emulator for the region has also been developed (see the details in Tagle et al. (2017)) and will be added to the updated version in the near future.

We have presented these apps at several conferences, including two topic sessions on visualizing data at the American Statistical Association’s Joint Statistical Meetings in 2016 and 2017. Simple instructions provided a few minutes before the end of the presentation allowed the audience to download the app. We provided inexpensive VR glasses so that audience members could test the VR experience first hand. The experimental sessions with apps were overall received with enthusiasm from the audience. Without an explicit labelling of model output and emulator, there was no perceived difference in the two data sets. There was also an overall consensus on the need to improve interactivity by allowing the user to provide input on the phone when in VR mode.

4. Conclusion and discussion

Traditional applications in spatiotemporal statistics focus on kriging and in models with a structured local dependence. New areas of enquiry are emerging that require analysis of global behaviour. Performing diagnostics on space–time–dependent output with movies, which is a task that allows the user to perceive uncertainty as a time varying visual (Genton et al., 2015), avoids the need to embed point estimates and their associated uncertainty in the same static picture.

We present two solutions to visualize data sets with non-trivial geometries, both using stereoscopic view and VR environments. CORNEA allows the user to explore the data in a fully immersive environment and to interact with them by means of a motion tracking device inside the environment. The data can be explored by moving in the physical space. An app with VR
mode is considerably more accessible and can and has been used to showcase results without any geographical constraint. Such flexibility, however, comes at the expense of the loss of interactivity with the data, the absence of a motion tracking device (the accelerometer in a smartphone does not capture motion in the physical space) and lower image quality and refreshing frequency.

Although this project focused on visualization on spherical surfaces, spherical shells and regions with mountain ranges, we have also developed apps for visualizing three-dimensional brain data to assess which areas are more active when a subject is performing a given task (Castruccio et al., 2017); see the ‘interactive brain activation for fMRI data’ in the app store.

Current research is focusing on addressing the main remarks of the audience during the conferences and introducing interactivity on smartphone apps via a wireless control pad, thereby allowing the user to change views of the data set while also choosing the variable of interest. For example, wind power density, which is a useful quantity for energy assessment, is expressed through the cube of the wind speed. A compromise solution between CORNEA and a VR app is a head-mounted device with motion tracking sensors that enables spatial interaction with the data without relying on a six-sided wall environment. We are currently exploring this application in the context of the occurrence of tropical cyclones in the Arabic peninsula. The project is at its preliminary stages and the main limitations arise from the lack of established software and technical expertise to develop new case-studies for this platform. A more sophisticated solution is to embed the VR environment in the real world, and to develop an augmented reality platform to enhance the interaction and the experience in the visualization. Such a development is, however, to be explored once the technology is available to the general public and, more specifically, to statisticians.
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